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Abstract. Applications of clustering and classification techniques can be proved very significant in both digital and physical (paper-based) libraries. The most essential application, document classification and clustering, is crucial for the content that is produced and maintained in digital libraries, repositories, databases, social media, blogs etc., based on various tags and ontology elements, transcending the traditional library-oriented classification schemes. Other applications with very useful and beneficial role in the new digital library environment involve document routing, summarization and query expansion. Paper-based libraries can benefit as well since classification combined with advanced material characterization techniques such as FTIR (Fourier Transform InfraRed spectroscopy) can be vital for the study and prevention of material deterioration. An improved two-level self-organizing clustering architecture is proposed in order to enhance the discrimination capacity of the learning space, prior to classification, yielding promising results when applied to the above mentioned library tasks.


1. INTRODUCTION

Classification comprises the kernel mechanism of any document retrieval, routing or filtering model. That is, given a set of two or more classes, a classification system assigns each document to the appropriate class(es), as well as estimating a degree for each particular assignment.

Classification is also an essential procedure in physical (paper-based) libraries. Traditional classification systems, like Dewey Decimal Classification (DDC) are used in many physical libraries around the globe. In the digital environment, classification is changing. In repositories traditional classification systems are still in use. However, flexible keyword based classification systems like ontologies and tags are rapidly used by information professional and users. Self archiving has imported the use of tagging in repositories, in blogs, in social media, etc. The integrated approach of information is the future. Most interoperability issues concerning the information integration that is in different forms and media. Automated harvesting is applied in collective schemas like Europeana. In this sense, the applications that are proposed in this paper will be useful in document clustering and classification in harvesting procedures and will supplement other interoperability efforts in solving aggregation problems. Libraries and especially digital ones can benefit from this, because they will import and export content that will be automatically classified in subject categories, in a batch and automated way during the harvesting.
2. CLASSIFICATION/CLUSTERING SYSTEM

A number of text classification approaches have been presented and extensively tested in the past. The most common ones are based on linear text classification models, k-nearest-neighbor algorithms, bayesian independence classifiers, neural networks and support vector machines. Extensive evaluation of these techniques can be found in [17][35]. However, all methods presented so far are applied directly to the training space without any attempt to examine and possibly improve its discrimination capacity. We argue that by clustering training sequences we can significantly improve discrimination capacity, thus improving overall performance. Self-Organizing Maps (SOMs) have been proposed as the main clustering model. A project that aims at constructing methods for exploring full-text document collections [27][32][33] sprung from the suggestion of using SOMs as a preprocessing stage for encoding documents. These maps are used to automatically cluster documents according to the features that they contain. Documents are organized, during a preprocessing stage, based on a map, in such a way that similar documents are projected into nearby locations. This type of ordering facilitates the extraction of clusters by using intuitive neighborhood relations.

Even though the proposed classification system was originally designed to handle document collections it can easily applied to other type of data collections, i.e. FTIR scanning measurements from books in order to identify the stages of paper deterioration [3][2].

2.1. System Architecture

The overall architecture of the proposed text classifier is divided into two levels (Fig.1). At the first level a SOM has been trained aiming at the organization of the entire document collection into smaller clusters. Clustering is based on the classes of the documents rather than the documents themselves.

In this respect, clusters contain classes with related class-labels. Each new document is first filtered by the trained SOM and assigned to a specific cluster of classes. Each cluster is associated with a respective traditional classifier trained over this particular cluster. Since each traditional classifier deals with only a part of the training space, more specifically the number of classes belonging to the respective cluster, discrimination capacity is improved. As a traditional classifier we can use any of the well established classification models: Simple Linear, kNN, Bayesian, SVM, etc.
2.2. SOM (Self-Organizing Map)

The SOM is a method for producing ordered low-dimensional (usually two-dimensional) representations of an input data space [31]. Typically such input data is complex and high-dimensional with data elements being related to each other in a nonlinear fashion.

Two main properties of the SOM, indicating that it would constitute a very efficient clustering model, are [25]:
1. Approximation of the Input Space. The produced map represented by the set of synaptic weight vectors provides a good approximation to the input space.
2. Topological Ordering. The produced map computed by the SOM algorithm is topologically ordered in the sense that the spatial location of a neuron in the lattice corresponds to a particular domain or cluster of input patterns.

2.2.1. Training Phase

The algorithm responsible for the formation of the SOM starts by randomly initializing the synaptic weights in the network. Three essential processes run iteratively until the map converges:
1. Competition. For each input pattern the neurons in the network compute their respective values of a discriminant function (inner product) and the neuron with the largest value is declared winner.
2. Cooperation. The winning neuron determines the spatial location of a topological neighborhood of excited neurons.
3. Synaptic Adaptation. The last mechanism enables the excited neurons to increase their individual values in relation to the input pattern through suitable adjustments.

Let $n$ denote the dimension of the input space, $x(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T$ denote the input vector selected at time $t$, $m$ denote the number of total neurons in the produced map and $w_j(t) = [w_{j1}(t), w_{j2}(t), \ldots, w_{jn}(t)]^T$ denote the weights for node $j$ at time $t$. The winning node $s$ is selected so that,

$$||x(t)-w_s(t)|| = \min_{j=1,2,\ldots,m} ||x(t)-w_j(t)||$$

After finding the winning node, adaptation of the weights of the nodes within a defined neighborhood is performed as shown,

$$w_{ji}(t+1) = w_{ji}(t) + a(t) [x_i(t) - w_{ji}(t)], i=1,2,\ldots,n$$

where $a(t)$ is a gain term. The $a(t)$ is selected to guarantee that the SOM converges by introducing two control mechanisms. The first one is that $a(t)$ decreases in time and converges to $0$ allowing the SOM to converge. The second one is that, $a(t)$ implicitly defines the neighborhood area of the winning node. A gain term including both of the previous mechanisms [25], is adopted:

$$a(t) = A1 \times \exp(-t/A2) \times \exp(-||r_j-r_s||^2/2\sigma^2(t)),$$

where $\sigma(t) = A3 \times \exp(-t/A4)$, $r_j$ and $r_s$ define the position of excited neuron $j$ and the position of winning neuron $s$ respectively, and finally $A1,A2,A3,A4 \in \mathbb{R}$.

2.2.2. Producing Clusters of Classes

After constructing the map, nodes are labeled and then clusters are composed based on these labels (Fig.2). The labeling process, called "simulated electrode penetration mapping" [25][39], consists in finding for each neuron the most related input vector (the input vector for which the neuron produced the best response) and assigning the respective label to this neuron. In order to further assist the clustering process we assign two labels to each neuron, the labels of the two most related input vectors, which we call basic labels. In addition, supplementary labels are assigned to the neurons as follows: for each input vector, the neuron with the strongest response is assigned to the respective input label. Some neurons are left without supplementary labels. The clustering process consists of three subsequent phases. At the first phase, areas are spotted based on the first basic label. Area continuity is ensured by the cooperative behavior of neighboring neurons. Then, each area is enriched with all second basic and supplementary labels. Finally, any adjacent areas one being a subset of the other are merged, iteratively, until no other merging is possible. Overlapping between final clusters is allowed, meaning that certain labels can appear in more than one cluster.
2.3. Traditional Classifiers

2.3.1. Linear Classifier

A linear text classifier represents a class \( c \) as a weight vector
\[
\mathbf{w}(c) = [w_{f_1}(c), w_{f_2}(c), \ldots, w_{f_n}(c)]^T,
\]
where \( f_j, j=1,2,\ldots,n \) is the set of all features and \( n \) is the size of this set (the dimension of the input space). Decision is made through evaluating the score of a document \( d \) with every class \( c \), by computing the dot product:
\[
F_c(d) = \mathbf{s}(d) \cdot \mathbf{w}(c),
\]
where \( \mathbf{s}(d) = [s_{f_1}(d), s_{f_2}(d), \ldots, s_{f_n}(d)]^T \) is the strength of each feature in document \( d \).

Multiplicative weight-updating algorithms such as Winnow [40] have been studied extensively in the theoretical learning literature. They perform exceptionally well in domains with very high dimensionality and particularly in the presence of irrelevant attributes, noise [17]. During the training phase of multiplicative weight-updating algorithms, adaptation of weight vector is mistake-driven. If the algorithm predicts 0 (no assignment in this class) and the correct value is 1, then we have a positive example and the weight vector is promoted: multiplied by a factor \( a \), where \( a>1 \). If the algorithm predicts 1 (assignment in this class) and the correct value is 0, then we have a negative example and the weight vector is demoted: multiplied by a factor \( b \), where \( 0<b<1 \). The adopted linear classifier is the one referred to as Balanced Winnow. In this case the algorithm keeps two weight vectors \( \mathbf{w}^+, \mathbf{w}^- \). The overall weight vector is then computed as the difference between these two vectors: \( \mathbf{w} = \mathbf{w}^+ - \mathbf{w}^- \). During training, a positive example alerts promotion to the positive weight vector and demotion to the negative weight vector, while a negative example alerts demotion to the positive weight vector and promotion to the negative weight vector.

Multiclass cases are handled either by the one-versus-all solution or by one-versus-one solution. In the first approach the classifier with the highest output assigns the class. In the second approach, classification is done by a max-wins voting strategy, in which every classifier assigns the instance to one of the two classes for every possible combinations.

2.3.2. kNN Classifier

The most commonly used learning technique is the k-nearest neighbor (kNN). Let \( x \) denote the input vector, \( n \) denote the dimension of the input space and \( x_1, x_2, \ldots, x_k \) denote its k-nearest neighbors. Nearest neighbors are defined in terms of the standard Euclidean distance,
\[
d(x, x_i) = \sqrt{\sum_{d=1}^n (x^d - x_i^d)^2}
\]

If \( y \) is the function that maps each known vector to a specific class, then \( \hat{y} \) is the estimate function of \( y \). One obvious refinement to the kNN algorithm is the distance-weighted kNN algorithm,
\[
\hat{y}(x) = \arg\max_{c \in C} \sum_{i=1}^k w_i \delta(c, y(x_i))
\]
where \( \delta(a,b) = 1 \) if \( a=b \), otherwise \( \delta(a,b) = 0 \), \( w_i = 1/d(x_i, x)^2 \), and \( C \) is the set of all classes.

The adopted text classification model was based on the distance-weighted kNN algorithm. One practical issue in applying kNN algorithms is that the distance between instances is calculated based on all their attributes. As less attributes are relevant to the classification process, the more misleading assignments of class labels occur. This difficulty, which arises when many irrelevant attributes are present, is sometimes referred to as the curse of dimensionality [45]. One way to overcome this problem is rejecting as many irrelevant attributes as possible. This is achieved by clustering similar instances.

2.3.3. Bayesian Networks

Bayesian networks (BNs), belong to the family of probabilistic graphical models. These graphical structures are used to represent knowledge about an uncertain domain. In particular, each node in the graph represents a feature/class, while the edges between the nodes represent probabilistic dependencies among the corresponding features/class. These conditional dependencies in the graph are often estimated by using known statistical and computational methods. Naive Bayesian networks (NB) are very simple BNs which are composed of directed
acyclic graphs with only one parent (representing the unobserved node-class) and several children (corresponding to observed nodes-features) with a strong assumption of independence among child nodes in the context of their parent.

Given a class variable \( C \), the feature variables \( F_1, \ldots, F_n \) and using the Naïve Bayes’s induction we can estimate

\[
P(C \mid F_1, \ldots, F_n) = \frac{P(C)P(F_1, \ldots, F_n \mid C)}{P(F_1, \ldots, F_n)} \propto \frac{P(C)}{P(F_1, \ldots, F_n)} \prod_{i=1}^{n} P(F_i \mid C)
\]

and the NB classifier is defined as follows

\[
\text{Classify}(f_1, \ldots, f_n) = \text{ArgMAX} \ P(C = c) \prod_{i=1}^{n} P(F_i = f_i \mid C = c)
\]

A more efficient alternative to NB is the Averaged N-Dependence Estimators (A1DE-A2DE). It was developed to address the attribute-independence problem of the popular NB classifier and achieves highly accurate classification by averaging over all of a small space of alternative NB-like models that have weaker (and hence less detrimental) independence assumptions than NB. The resulting algorithm is computationally efficient while delivering highly accurate classification on many learning tasks [61].

2.3.4. SVM (Support Vector Machine)

The aim of a linear SVM classifier is to find the maximum-margin hyperplane, the one with the largest separation, between the two classes (Positive/Negative). If such a hyperplane exists and the training data are linearly separable then a pair \((w, b)\) exists such that

\[
w \cdot x - b \geq 1, \quad \forall x \in P \quad \text{and} \quad w \cdot x - b \leq -1, \quad \forall x \in N
\]

and the classifier assigns based on the sign of the dot product between the weight vector \( w \) (hyperplane) and the new point \( x \):

\[
\text{classify}_{w,b}(x) = \text{sign}(w \cdot x - b).
\]

It is easy to show that the optimization problem that we have to solve is the quadratic programming problem

\[
\arg \min_{(w, b)} \frac{1}{2} \|w\|^2.
\]

Most real-world problems involve non-separable data for which no hyperplane exists that successfully separates the positive from negative instances in the training set. [16] suggested a modified maximum margin idea in order to handle data contains misclassified instances introducing a soft margin allowing some misclassifications during the training phase. This is achieved by adopting the non-negative slack variables \( \xi_i \), which measure the degree of misclassification of the data \( x_i \). The new soft margin constraint along with the objective to minimize \( \|w\| \) can be solved using Lagrange multipliers concluding to the following optimization problem

\[
\arg \min_{w,\xi,b} \max_{\alpha,\delta} \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i - \sum_{i=1}^{n} \alpha_i[y_i(w \cdot x_i - b) - 1 + \xi_i] - \sum_{i=1}^{n} \beta_i \xi_i \right\}
\]

with \( \alpha_i, \beta_i \geq 0 \).

For a nonlinear classification problem [10] suggested the kernel trick originally proposed by [1]:

\[
\text{mapping the data to some other, possibly infinite dimensional, Hilbert space } \mathcal{H} \text{ as } \Phi: \mathbb{R}^d \rightarrow \mathcal{H}.
\]

If there were a kernel function \( K \) such that, \( K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j) \) we would only need to use \( K \) in the training algorithm, and would never need to explicitly determine \( \Phi \). Thus, kernels are a special class of function that allow inner products to be calculated directly in feature space, without performing the mapping described above [53]. Some most well known nonlinear kernels are:

- Polynomial: \( \Rightarrow K(x_i, x_j) = (x_i \cdot x_j + 1)^d \)
- Gaussian: \( \Rightarrow K(x_i, x_j) = \exp(-\gamma \|x_i-x_j\|^2) \), where usually \( \gamma = 1/2\sigma^2 \)
- Tangent: \( \Rightarrow K(x_i, x_j) = \tanh(k \|x_i-x_j\|^2) \), where \( k, \delta > 0 \)

SVM’s are capable to deal with classification problems where the number of features is large with respect to the number of training samples. The data points that lie on the margins are known as support vector points and the solution is represented as a combination of only these points and the other data points are ignored. Therefore, the model complexity of an SVM is unaffected by the number of features encountered in the training data. Multiclass cases are arranged by using the approaches already described in 2.3.1.
2.4. Feature Selection

Special consideration has been given to the selection of the feature space, a crucial aspect in the performance of any text classification model as well as of the results of the SOM training phase. Any n-word in the training corpus constitutes a candidate feature. Functional words are excluded based on stop-lists. Feature selection is further supported by a word conflation tool. The tool aims at capturing morphological variations of words located in the document collection, through a process called “conflation” [22].

2.4.1. Information Gain (IG) - Average Mutual Information (AMI)

Feature selection consists in reducing the vocabulary size of the training corpus by selecting n-words with the highest mutual information over the set of values of the class variable. Information Gain (or Average Mutual Information) is the difference between the entropy of the class variable, H(C), and the entropy of the class variable conditioned on the presence or absence of the feature (word or phrase) variable, H(C|F). This method has been adopted by several researchers [62][28][44].

Let C denote the random variable over all classes and F the random variable over the presence or absence of feature f in a document, the Information Gain is given by the following formula:

\[
IG(C|F) = H(C) - H(C|F) = \sum_{c \in C} P(c) \log P(c) + \sum_{f \in \{0,1\}} P(f) \sum_{c \in C} P(c | f) \log (P(c | f)) = \sum_{c \in C} \sum_{f \in \{0,1\}} P(c, f) \log \left( \frac{P(c, f)}{P(c)P(f)} \right)
\]

where, \(P(c)\) is the number of documents with class label \(c\) divided by the total number of documents, \(P(f)\) is the number of documents containing (or not) the feature \(f\) divided by the total number of documents and \(P(c,f)\) is the number of documents with class label \(c\) that also contain (or not) feature \(f\), divided by the total number of documents.

2.4.2. TF.IDF

Feature selection is also performed based on the TF.IDF measure [38][28]. In our case we have classes rather than documents, so TF is the frequency of feature "i" within a class \(c\), and IDF is the logarithm of \(N/N_f\), where \(N\) is the total number of classes and \(N_f\) is the number of classes containing the feature "i".

\[
tf_i \cdot idf_i = TF_i \cdot \log \frac{N}{N_f}
\]

The selected features are the most dominant ones in each class. Furthermore, the number of selected features for each class is related to the frequency of the class.

2.4.3. Proposed Selection

By evaluating the previously described methods we have concluded that the IG measure outperforms the TF.IDF measure. Furthermore, the final selection of dominant features per class, was based on a combination of the previous measures, namely, the product of IG and TF.IDF. The combined measure improved the results of the SOM training phase. Once again, as in the case of the TF.IDF measure, the selected features are the most dominant ones in each class and the number of selected features per class is also related to the frequency of the class.
2.5. System Evaluation

To provide an objective basis of comparison, we used the document collection of the Reuters newswire of 1987, properly identified as Reuters-22173 [4], but hereafter referred to as Reuters. We chose to experiment with 3965 documents as training cases and 1056 documents as test cases. There were 57 class labels (topics) of interest, occurring more than twice in the training data. Stories with no class labels were left out of the process.

The first level consisted in training the self-organizing map. The number of neurons (Nn) we used was related to the average size of the classes contained in the training set, \( N_n \approx \frac{N_c \sqrt{D}}{N_c} \), where \( N_c \) is the total number of classes and \( D \) is the total number of documents in the training set. Based on our training set we estimated a value of \( N_n = 486 \approx 475.399 \) [59].

Feature selection was based on the combined IG \( \times \) TF.IDF measure [59]. The dimension of the feature space is an important parameter of the training phase of the SOM. Previous tests led to a 420-dimensional feature space [59].

Performance results [59] were enriched with new traditional classifiers (bayes, svm) showing improvement (Table 1) of the classification accuracy when the suggested clustering of the training space prior to classification was applied.

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>Linear</th>
<th>kNN</th>
<th>NaiveBayes</th>
<th>AIDE</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional Classification</td>
<td></td>
<td>84%</td>
<td>84%</td>
<td>78%</td>
<td>87%</td>
<td>90%</td>
</tr>
<tr>
<td>SOM Clustering prior to Class</td>
<td>88% (+4%)</td>
<td>90% (+6%)</td>
<td>86% (+8%)</td>
<td>91% (+4%)</td>
<td>93% (+3%)</td>
<td></td>
</tr>
</tbody>
</table>

3. LIBRARY APPLICATIONS

Applications of clustering and classification techniques can be proved very significant in both digital and physical (paper-based) libraries. The most essential application, document classification and clustering, is crucial for the content that is produced and maintained in digital libraries, repositories, databases, social media, blogs etc., based on various tags and ontology elements, transcending the traditional library-oriented classification schemes. Other applications with very useful and beneficial role in the new digital library environment involve document routing, summarization and query expansion. Paper-based libraries can benefit as well since classification combined with advanced material characterization techniques such as FTIR (Fourier Transform InfraRed spectroscopy) can be vital for the study and prevention of material deterioration.

3.1. Digital Library Applications

3.1.1. Document Classification/Clustering

Classification is an essential library oriented procedure in physical libraries. After cataloguing, classification directs the users to discover the information they need according to the subject. Subject analysis of information and classification are two parallel procedures. The subject analysis defines the subject of a document and the classification defines the category. Especially in paper-based libraries, most of the classification schemes are the arithmetic approach of the subject, for example the Dewey Decimal Classification (DDC). DDC number is the subject category of the document.

But things are changing rapidly with the use of technology in libraries. The classification applies in digital libraries, in repositories, in blogs, wikis, Facebook, Twitter, etc. The traditional classification schemes are still in use in digital libraries, but they are supplemented of the forms of classification and clustering. For example, ontologies and tags are new forms of classification that are based in keywords and are very flexible for users and information professionals. WEB 2.0 has imported new rules in information classification and clustering. For example, in blogs clustering is based on tags. The same procedure is followed in YouTube and in other social media. Users tagging
and annotation, is an added value tool that can be used for information discovery and classification in Facebook and other social media.

Document classification and clustering is very important in digital libraries and repositories. Repositories are not isolated. Repositories exchange information, either in national or in international level. Synergies like Europeana, the European Digital Library, Archive and Museum [34] uses metadata harvesting in an automated way. Tools and application that are proposed in this paper can be fully implemented in such information collective schemas. The concept of the document clustering and classification is the use of subjects, keywords and tags that are predefined and can be extended from any user. For example, if the National Archive of PhD Theses [48] in Greece that is maintained by the National Documentation Centre (EKT), imports theses from the Greek Universities the use of document classification application, will in an automated way import the theses and the appropriate collection according to the subject, by using an automated batch process. This will solve many interoperability problems that are emerge in the automated harvesting [24].

3.1.2. Document Routing

Electronic document routing is the automation of a business process, in whole or part, during which documents, information or tasks are passed from one participant, human or machine to another for action, according to a set of procedural rules. In digital libraries can be applied in new material automatic or semi-automatic (with human approval) classification and in retaining updated information through users notifications on material that suites its needs or favorites (Fig.3). In the first case it performs a typical classification process as described in 3.1.1 for the new material arriving at the DL. It also can be applied in filtering new material harvesting from other web sources. Combined with document summarization [3.1.3] it can be operated as an automatic RSSfeed-like tool for the registered users of the DL. Content of new material can be scanned continuously searching for new matches of the user needs, then transmits the content summary of these matches by way of feeding the information to subscribers.
3.1.3. **Document Summarization**

In an increasingly information-laden world where unstructured text data are the predominant type of data stored online, systems that can filter and condense data so that only relevant information reaches the decision maker, have become the focus of considerable interest and investment. A summary can be defined as a synopsis of the content of a document by distilling the most important information for a particular user and task. Early systems were characterized by a shallow approach such as exploiting term frequency [42] or cue and location features [20]. Corpus-based systems follow up classical approaches. They combine the calculation of corpus statistics in a learning framework. [36] has developed a Bayesian classifier, [47] combines individual features with the Dempster-Shafer rule while [3] combines features by the Bayesian rule.

Earlier summarization systems [18] aim to extract the most important sentences of the text by a set of features incorporate shallow linguistic processing for term extraction and statistical filtering through a general corpus. A reductive transformation of the source text to summary by sentence selection rather than a full understanding of the text by parsing to logical form or the exploration of its discourse structure, is an adequate framework to apply and evaluate summarization systems. We focus on environments, as DL, where indicative, information retrieval oriented summaries are useful, bearing in mind that without an intermediate source processing and possibly a full text interpretation, part of the important content might be missed.

The final extraction of the selected sentences in any summarization systems is supported by a machine learning classification system dividing the sentences in 2 major categories, positive and negative ones, assign them a confidence score. Most relevant (high-scored) sentences are then selected to appear in the summary.

3.1.4. **Query Expansion**

Classification benefits can also contribute to relevance feedback and query expansion techniques. One way to improve effectiveness is to better represent the information need by adding useful terms to the query. Proper weighting of terms allows expansion of the query by adding new terms for which we have evidence of usefulness. The problem that adds to the complexity is to distinguish between good terms and poor terms: good terms tend to co-occur non-randomly within the relevant documents (as opposed to the rest of the collection) while poor terms tend to co-occur randomly. Which are the relevant documents? If the feedback is specified by the searcher then we have a confident evidence of relevance. Otherwise, the idea of treating the top resulted documents as being relevant, had been examined in the past [11]. A SOM-based improved architecture for query reconstruction using statistical evidence of the underlying document collection has been introduced yielding enhanced query results [60].

![FIGURE 4. Proposed architecture for reconstruction of the query using a self organizing map. Grey nodes/boxes indicate relevant documents while white ones indicate irrelevant. Decision is based on a KNN area around the winner neuron.](image)
Other techniques are aiming at constructing user query profiles [41]. One may use domain-specific ontology, such as thesauri or concept hierarchies, to sharpen a user query, or use an interactive dialog interface program that pops up a dialog screen for users to enter meanings or synonyms whenever the user poses a query on the fly.

An ontology scheme in general might also improve the results of a full text search or a search in a database environment. The ontology consists of a hierarchy of classes and subclasses, as well as a set of freely defined relations between classes [37]. Let consider as a case study an educational ontology with the following classes: institute, department, professor (defined in all its ranks), library, book, copy, student, as well as all the connecting relations. A search in a document database through a certain keyword professor will retrieve not only the documents with this word, but also all other documents with terms hierarchically related with professor, such as lecturer (subclass of professor). Another retrieval extension occurs based on the relations defined between the given keyword class and other terms (classes), comprising also the documents containing the term book, due to the relations 'professor borrowed copy' and 'copy of a book'. Similarly, searching documents with the keyword institute will result to an extended retrieval, consisting not only the documents with the term institute, but also documents with the term library, due to the relation 'library installed_in institute'.

The ontology is usually stored in an rdf/owl file, through rdfs codes for labeling either the hierarchical position of each class or the defined properties (relations) between classes. Given the search keyword, it is initially sought within the ontology file. If it is located there, next it is examined whether there are other classes connected to the initial one though the owl label owl:subClassOf or owl:objectProperty within the description segment of the keyword. In this case, the starting search keyword is extended to a set of terms, thus increasing the recall of the retrieval.

### 3.2. Paper-based Library Applications

Traditional information substrates such as paper, kept in libraries, archives and museums are very complex materials. Paper consists mainly of cellulose, but depending on the source of the raw materials used for its production and the papermaking process may also contain lignin, hemicelluloses, fillers, sizing materials, colorants, metal ions etc [51]. To make matters worse, the deterioration process alters the initial chemical composition of most of paper components by introducing new functional groups to cellulose, lignin and hemicelluloses and by producing new chemical species [65].

The characterization of paper and the estimation of its condition is a very important aspect of preservation in libraries, archives and museums, because it forms the basis for preservation-related decision making. It is traditionally accomplished by various tests which are tedious, time consuming and very often destructive [57].

FTIR spectroscopy is a micro-destructive technique for material characterization which has been often used for paper characterization. An FTIR spectrum is essentially a feature-rich plot of the absorption intensity of infra-red light absorbed by the material against the frequency (wavenumber) of the light. IR radiation is absorbed by matter, and the frequencies of the absorption spectrum of a single chemical compound can serve as the compound fingerprint [49]. FTIR spectroscopy combined with an ATR (Attenuated Total Reflection) detector offers a non-destructive and reagent-free method allowing for the fast identification of a compound.

FTIR spectroscopy applications for paper characterization include:

- The study of paper ageing [7][54][30][2][43][50][56][12].
- The study of the mechanism of foxing, that is, the production of rust-coloured stains on paper [15], of the effects of pollution on paper [29] and of paper photoxidation [63].
- The identification of the low molecular products of paper ageing [19].
- The detection of functional groups produced by oxidation or existing in paper as part of its constituents (carbonyls, carboxyls, amines, conjugations, etc) [26][14][2].
- The evaluation of paper conservation treatments [13][46][66][64][58][6][52].
- The detection of lignin [55], gelatine [8][9][15][46] and various paper additives [23].
FIGURE 5. FTIR spectra of a pure cellulose paper (Whatman no 2) and a historic paper made from mechanical pulp (containing lignin) and with kaolinite filler (KRo)

The combination of FTIR spectroscopy equipped with ATR detector with classification methods has been used in various disciplines including food quality control with great success in predicting food microbial spoilage [21][5], by classifying it in two classes, that is, spoiled and unspoiled. In a similar manner, it can significantly automate paper characterization and provide information about its condition, its composition (presence of lignin), its additives and fillers (calcium carbonate, rosin, alum, gelatine) etc. For example, it can classify paper in three or more classes and automatically assist selection for conservation, especially selection for mass conservation treatments.

The three classes can be:
- Paper in good condition, strong and neutral or alkaline, not needing treatment
- Acidic paper having some strength left, needing only deacidification
- Acidic weak paper, needing deacidification and strengthening

Or in a different context, it can be used to discriminate between papers containing lignin, or having acidic pH, or having calcium carbonate filler, or gelatin sizing. These parameters can be combined in any desired manner and produce new classes. The combination of FTIR spectroscopy with classification methods can automatically predict if a certain paper falls within any of those classes.
4. CONCLUSION

This paper focuses on applications of clustering and classification techniques that can be proved very significant in both digital and physical (paper-based) libraries. The conceptual model and the architecture for these applications has been already developed. The most essential application that is proposed is the document classification and clustering, which is crucial for the content that is produced and maintained in digital libraries, repositories, databases, social media, blogs etc.. This application proposes classification and clustering techniques that are based on various tags and ontology elements, which transcending the traditional library-oriented classification schemes. Other applications with very useful and beneficial role in the new integrated information environment involve document routing, summarization and query expansion. These applications will supplement other solutions that have been proposed and implemented in distributed repository aggregations, for example in Europeana. Finally, paper-based (physical) libraries can benefit as well since classification combined with advanced material characterization techniques such as FTIR (Fourier Transform InfraRed spectroscopy) can be vital for the study and prevention of material deterioration. The improved two-level self-organizing clustering architecture that is proposed in order to enhance the discrimination capacity of the learning space, prior to classification, yielding promising results when applied to the above mentioned library tasks. Future tasks will include the implementation and the evaluation of the proposed architecture and tools.
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